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Chapter I
INTRODUCTION

Some experiments are composed of repetition of independent trisls, de-
noted by n, each with two possible outcomes. The binomial probability distri-
bution may describe the variation that oceurs from one set of trials of such
a binomlal experiment to another. The formula for the binomial provides an
adequate approximation providing n is small. For large n, this distribution
function can be quite laborious to work with. However, when n is large, the
binomial disiribution can be adjusted so that it is closely approximated by
the standard normal distribution. Although the formula for the standard
normal distribution looks a bit unfriendly, bristling as it does with roots,
exponents, and transendental numbers likell and e, these are not important
features. For our purposes, the important features are that tables of the
normal are widely available, and that the transition Irom a binomial proba-
bility problem to a normal probability problem is easy to make once one
knows how.

In this paper, the writer will achieve these results by using two
approaches, The [irst method used will be a geomeiric approach and the second
by use of the De Moivre-Laplace Theorem. This theorem was stated by De Moivre
in 1733 for the case p = & and proved for arbitrary mumbers by Laplace in 1812,

In chapter I, terms are defined and meaning of symbeols used in this paper
will be given.

Chapter II will include some properities of the two distributions. Also
2 set of auxXiliary theorems and lemmas is stated without proof.

Chapter ITT will give two approaches of showing the binomizl distribution



has as its limit, as n gets large, the normal distributiocn.

Chapter IV will give some applications of the thecrems proven in Chapter
IIT.

Finally, in Chapter V, the writer will summarize what we have achieved

in this research.



SYMBOLS

Below are the symbols that will be used throushout this paper and

their meaning,

1. Def, Definition

2. Thm, Theoren

3. By Hypothesis number n

T S Conclusion number n

5. > such that!

6. } "there existt

T ¥ Ufor all®

g == fimplies"

9 35 epsilon a positive number
10. N>ao nu a positive number

absolute value of fa®

o
2. 5 Sumation of n
13. Z less than
% > greater than
15. £ less than or equal to
16. 2= greater than of equal to
17 & Standard deviation
18, o~ E variance
19. 4 mean
20, 1linm Limit
21s 2(t) Distribution Funciion

22. P(n) Probability of n



23. ( g) Probability of n things x at a time

2%, L. C. D. Least Common Denominator
25. €xp. exponent

26. p probability of success
2P 9 probability of failure
28, Fig. Figure

29. 1log logarithm

30, = approxinmately



DEFINITIONS

The following are definitions that will be used throughout the re-

maining portions of this paper.

Symbol and/or terminology

Meaning
n

1. Binomial Distribution Function 1. b(x; n,p) =( x) px(l - P)n R
x —4

] 2,-...!1

2. Combination of n things 20

k: nz nl
x at 2 time cx (’9) x! (.n - X4

3. Probability of an event 3. If an experiment can re-
sult in any one of n
different, equally like-
ly outcomes, and exact-
1y m of these ocutcomes
correspond to event A,
then the probability of
event A is

) =B -

4, Random Variable 4, A number determined by
the outcome of an experi-
ment.

5. Probability Function 5. Let X be a random variable
with possible numbers
X1y X2y +seXt and asso-
ciated probabilities
f(xl)l f(xa) o-.af(x.t)o

Then the set f whose elements
are the ordered pairs

(xls f(xl))v i=1,2,., .t

is called the probability
function of X.

. Stand etion 6. let X be a random variable

e e, Horwns, 290 that assumes all the real
nwabers. Then X is call-
ed a standard normal ran-
dom variable if the proba=-
bility assigned to the
interval from a to b is
the area from a tc b be-
tween the x-axis an the
normal curve defined by
I(x) = -—-——--E" ke

Yaor



7. Riemann Sum

8. Slope of a Line

9. Parameter

7.

LetA(m) denote the great-
est of the m differences
ax = 3 _y. Consider one

of the intervals (a; 3, 8 )
ard select in it arbitary
point X > a3 =X = ay .
The point x;, will be dew
scribed as the "designated"
point in the kth cell for

each m cell (a,b) is divided
and form the sum

m
S = - £ s
(m) %‘ (3k a'k-l) (xk)

The slope m of a line L on
the points P(x3, y;) and

Q{xz. Yp) is given by
y2 = V1
Xz =X

m:

v iz B

(a) A constant so long as
we consider one operation.

(b) A varisble when one
generaligzes all such
operations.



Chapter II

This chapter will include some properties of the binomial distribus
tion and some properties of the standard normal curve. Also included in
this chapter are auxiliary theorems and lemmas stated without proof.
PROPERTIES OF THE BINOMIAL DISTRIBUTION

In this section we study the shapes of graphs of binomizl distributions
produced under two conditions: (1)for a fixed number of trials n, but
different values of p; and (2) for fixed numbers for putting values of p,
but different values of n., We study especially how the graphs change shape
as n grows large. Such a study helps us understand the family of binomial
distributions, and it also helps us understand other sequences of probabil-
ity distribution functions, because the changes within the binomial family
resemble the changes within many other families of distributions.

(1) Fixed n, varying p. As p varies, the shape :of the graph of the
binomial distribution changes. Figures 1 (a) through (i) illustrate this
n = 5. For p near zero or near one (fig. 1 (a) and (b)), the probability
spikes up at x = 0 and x = n, respectively. The abscissa corresponding to
the largest ordinate is called the mode. For p more centrally located,
the binomial ordinate b(x), increases with each successive x until the
largest b(x) is achieved (fig. 1 (c¢), (d), (g) and (h)) and then, except
possibly for a tie at x =1 (fig. 1 (e), (£) and (1)), b(x) decreases as x
continues to increase. Thus, unless two adjacent ordinates are tied, there
is just one largest ordinate, and the ordinates decrease steadily as we move
to the right or to the left from the mode.

when p = % (fig. 1 (i), the distribution is symetric about 321_; if

n is odd two central values of x have equal ordinates (fig. 1 (i); if n



is even the ordinate at the middle x is the largest (fig. (2)). Ifp # %
the distribution is asymmetriec.

In figures 1 and 2 the fulcrum M on the horizontal axis shows the mean,

A for each distribution. You can see that the means of the binomial distrie
butions are within one unit of the abscissa with largest probability (the
mode). In binomial distribution, the mean and mode are always within one
unit of each other. Furthermore, if np is an integer the mode and mean are
identical.

(2) Fixed p, increasing n. As n increases, the successive binomial
distributions (a) "walk" to the right, (b) flatten, and (c) "spread," We
discuss these features in turn.

(a) "Walking." As n increases, the mean 4 moves to the right a dis=-
tance p for each um.t increase in n because /( = np. The mode and the
other large ordinates are near the mean, so the central mass of the distri-
bution also "walks" to the right as n increases.

Later we shall try to obtain a limiting shape for the binamial distri-
bution as n grows large, and to achieve this end we must prevent the distri-
bution from walking off. We can do this by replacing the random variable
X by a new variable X - np. For if X is replaced by X - np, then & is re-
placed by~ np, or zero. Hence this adjustment keeps the successive distri-
butions centered at the origin and prevents walk-off,

(b) Flattening., Consider further the unadjusted random variable X.

AS the means walk, the distributions flatten (fig. 2 (a) through e). We wish
to study the rate of flattening. For large n, the sizes of the central ordi-
nates are inversely proportional toVn . Let us illustrate this fact graphi-

cally. To do this, let us first recall that y =mx is an equation of a straight.



line through the origin with slope m. When y is 2 constant times X, y varies

directly as x. Ifx =1 /’V;- » then we usually say that y varies inversely

as n . But we can also say that y varies directly as 1/15" ; and when we

plot y against 1 WE » We get a straight line through the origin. The point

is that we have a linear relation if we regard 1 /Tx? as an independent variable.
In other words, one way to show that y is inversely proportional to n is to
show that y is directly proportional to 1 3/1:1 We use this idea in 3. (Fig.)

lode proportional to l}Vr:' To return to the main discussion, Figure 3
shows how the middle ordinates of symmetric binomial distributions (p = %)
deerease as n grow, The relation is smooth when n is taken as even. (A similar
smooth relation holds for n odd.) The modal value of x is —%— When we
choose the horizontal axis as the axis of 1/71;- , we see that, as n grows,
p(mode) decreases, following a curve that is almost a straight line through
the origin. (A scale of values of n is marked below the axis.) The points
on the curve for p = % have coordinates (13/1;_, b(én)), n even. Our binomial
table can be used to check a point on the curve. For m =24, b(12)z0.161 and
and 1 /124 Z0.204.

Similarly, the relation between P(mode) and 1¥n is approxinated by a
straight line through the origin for binomial distributions with p = "}‘ (for
smoothness, we have chosen values of n that are multiples of 5, and then the
mode is 4-!5‘-) Our binomial table can be used to check a point for n = 25.
Then 1/7/"‘_ 0.20 and b(5) 0.196. This graph is adequate %o illustrate the
approximation; the modal ordinate and its neighbors decrease inversely ;V—_

" Iprederick Mosteller et. al., Probability Hith Statist.lcal Lications, :
(Raading. Massachusetts, Addison-vfeﬁey PuE'L{ F.JTg ompany, mgi, p. i
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When we study the limiting distribution of X as n grows, we shall need
to prevent the binomial distributions with large n from collapsing onto the
¥-axis. As figure 3 illustrates, as n grows, 1/7;1—1-,3“13 to zero.

(c) Spreading. We recall that the sum of the ordinates is always 1.
Naturally, if the distributions flatten as n increases, and the total proba-
bility must remain constant, successive distributions must spread out. They
spread at a rate proportional tonT « For the standard deviation is a
measure of spread, and its value for a binomial distribution,m, is pro-
portional tar; when p is constant.

The total range of the binomial is from o o n, and increases at a rate
proportional to n. But we know from Chebyshev's theorem (given in the list
of auxiliary theorems) that there is very little probability near the ends
of the distribution compared with the amount within a few standard deviations
of the mean. The standard deviation is sensitive to the rate at which the
central mass of the binomial distribution spreads (the 75% or the 99% near
the mean), and it is this central mass that we want to study.

To swmarize; as n grows, (a) successive binomial distribution walk to
the right at a rate proportion to n; (b) the modal ordinates flatten at a rate
proportional to 1 / V; ; and (¢) the distributions spread out, that is
their standard deviations increase in proportion to %— (See the accom-
paning figures on the next three successive pages).

PROPERTIES OF THE NORMAL CURVE )

From an inspection of the graph ( fig. 4), we note that the normal curve:

(a) is symaetric about the y-axis;

(b) has its highest point a ( 0, 1/ 'm), where 1[mﬂ 0,403

(¢) is concave downward between x = -1 and x = +l, and concave upward

for x out sides the interval;
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as p varies.
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Figure 3. Plot of P(X = mode) against ll]ﬁ? to show the nearly straight-

: /
line relationship forp=Zand P=F.

14

‘ L

x
! &4::

Figure 4. The Normal Curve, whose equation is ¥(x)= = ]
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extends without limit to the left and to the right, and approaches
the x-axis very rapidly as we move away from x = 0 in either
direction,

the total area under the curve and above the x-axis equals 1.

The arithemetic mean, median, and mode coincide.

The standard deviation cuts the curve at the points of inflection
(the points on the steep slope where the curvature reverses).

The first and third quartiles are equally distant from the median.
Within one standard deviation taken plus and minus from the mean,
68.26% of the items fall,

Two standard deviation taken plus and mimus from the mean contain
95.45% of the items.

The average deviation is .7979 of the standard deviation.

The semi-interquartile range equals the probable error, which equals
6745 of the standard dev:l.ation.z

Within the normal probability curve there exist certain fixed ratios,

relations, proportions and distributions which may be stated in standard

statistical and mathematical terms and universally applied with a high degree

of accuracy for all distributions of data approximating the form of the nomal

curve,

For any data which fall approximately in the form of the normal curve

and are correctly based on the logical principles underlying the normal curve,

the ratios stated above will hold true and may logically be deduced from the

samples as applicable to the population from which they came.

'ZEI.mer ‘B. Mode, Elements of Statistics, (Englewood Cliffs, N. J.,: Prentice-
Hall' Irlc.. 1951). Pe 119,
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AVXTLIARY THEORES

The following theorems are stated without proof and will be used
throughout the remaining parts of this paper,

Axcliary Theorem I 2

Awcdliary Theorem II
s q+p=1
= nl P
He £(x) TG =37
Gyt 0 € 2(x) €1
X I e N
x=0 xI(n. - x)!
Axciliary Theorem ITI 2
Hy: X(x) = A= e is the probability density function

Awciliary Theorem IV
(Taylor's Formula)

Ht Let £(x) be a function of x defined over the interval (a,b)
Hyt £(x) is differentiable n times on (a,b)
sz X, @ fixed point and x a variable point contained in (a,b)

Hq,: f‘k) is the kth derivative of £(x)

2
- - xo)
B 20) = (eg) ¢ o Do) + EgTel zo) hueset

-l
(x = xo0) (k) i ot (I-Xo)nf(n"l) (xo) +
— V5 (x,) + +'T_Tn — Xo) + Ba

where R, is the remainder term.



Auxiliary Theorem V
(Stirling's Formula)

1

H]_S 1‘(3 Lem

HZS lim eﬁ =1
n
H3: S(n) = e Vzrn

C: ni = °‘£'m,

H,: ni =
L —S-(_n-)-— e”ix

o ni
W e ki(n - k)
Cs Pl(K’n) = il

g e "

Vnp(1 - p)

Awciliary Theorem VII
(Duhamel's Lerma)

C: lim =L
oy

16

k+3 -k +%
1 _np n(l -

ul;sn=2‘_mni, 2, » é": Ty o0 = L2

o Tha
H,: lrixm Zh = L, for every€3n(& ?}n? n(é)#l—rz- q1| < &
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Chapter III

In this chapter, the main results will be presented. It will be shoun
that the binomial function has the normal function as its limit as n gets
large. Two approaches are presented. The first approach will be the geome-
tric or slope method. The second approach involves areas.

PROCF OF APPROACH I

We may expect, that the fitted nommal curve will give a fair approxima-
tion to the binomial except possibly at the extremities of the range. When
the terms of the binomial are arranged symmetrically with respect to the
mean, that is when p = q, the approximation is considerably better than when
either p or q is small compared with the other.

Because of the central role played by the normel law in statistical
theory, it will be beneficial to prove that the limiting form of the binomial
function is the normal function. 2+

The variable is first changed to t, where t = (x = np) /g~ +d = (anq:;)2

so that the step of t is 1/y”. This step becomes small as n gels large.
The slope of the straight line joining the tops of two successive t ordinates
is then equated to the slope of a continuous approximating curve at the mid-
point. To maintain the area under the curve unaltered, the ordinates of the
points are multiplied by ¢ at the same time the abscissae are divided by o .
Figure 5 will indicate only one subdivision of the binomial curve but this

is then true for all subdivisions. Thus, we formulate the normal curve in

its entirety.



The De Moivre-Laplace Theorem

Let X» Xy»ee.0Xyy be a sequence of random variables, where X is the
number of successes in a binomial experiment with n trials, each with the
probability of success p, 0<p<l . Let Zy» 0 =1,2,3y... e a correspond =
ing sequence of adjusted random variables where

AR A
\

as n gets large I-‘(Zn"l"'z) approaches the area to the fight of z for the

and let z be a constant. Then

standard normal distribution.
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¢ ¢ t;
(x) ‘-k(xﬂ?
Figure 5 |
- 1 X nex
B £(t) xl(nn-.- x)1 b
Byt x =np +5't
Hys Slope of Q= Q- _ = £(t +2) = £(t)
MN 17! B :
" B
B,: ¥(t) = %—['f(t +£) + f(t)_]
2
e
C: Y(t) - L e iy
I/Zh"
Proof :
. . L x+1 [p = (x+219
(1) Using Hy and Fig. 5, £(t +o) = et JS-:nl(n R B | P ‘P
(2) And since x = np +¢%, it follows that %
i I e
(3) £t +L) = 4 (—Q‘r‘ﬁ_ et iy réwond
L e t)+1]lxlﬁa_|:(“? W)+
But by definition, : ﬁ‘ﬂ) _th ‘-Hr’é)'ﬂj
(#) £(t +F) =(:—;%m pf_'f'nﬂfr'e)ﬂ)' q[‘: 7
Since p = q, adding exponents we VLR, o, 1y 4]
d — - -np%f’
(5) £(t +;?) =(%l Pqﬁapﬂ‘éﬂ']'f'g )
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Finding the L.C. D. in the e ents we obtain
Iy _ /et [P +Ar 4P +x-rt-np*-prt—p]

(6) 2£(t =( 5FC \,
Y67 & +") (wmAm P

Simplifying
M £+ = (2L ) mF

By Hy, 2
(8) £(t +F) =é + l) pq"s Also by def.
(9) £(t +7) =p(x +1, n)
(10) Using Hy and Fig.5 again then £(t) = _ZAL _ 5" q" ™

%! (nex
Then

-d"
But by definition .~ 7 |
(12) £(t) = (_’fﬁa"— PO L) nptot ]
Mding exponents
(13) £(t) = (z-jff{) pg"P* ¢t + [ Egenprat]
Finding the L. C. D. in the exponents
(3) £(t) = (ﬁ—;) s lrgipost 2t onptopet]
Simplifying
(15) £(t) = G‘ﬁ, p 1%
wE
(16) £(t) =(x)pqn , Also by def.
(a7) £(t) = p(x.m)
Using steps 9 and 17 then

(m)g%%i“ x rdin)

pMtTe g [(%) -np ot ]
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Since this is true then
7 ny x+1no(x+1)

Eéx +L,n) . S+ Gx+on?
(19) p(x,n | .

xt fn-:,: qu“"‘

p(x,n 5 [(x Pﬁl‘[‘-(x *IIFJ [-m;’%—-)_q!»] [gﬂ#ﬂ]

(21) plx+3;n) = x! +1 n—(x+1
Fyolt x + ln-x-)-

If we expand this and subtract exponents

(22) p(x +1,n) = 5 XX (N ex#l en-x)
péx.rﬂ v i - o AL

(23) Qix +1, n) n - x p.q-l
pP({x,n Z4+X

(24) +1, n) DeX o _p.
péx.rﬂ’ £$%% Q.

Looking at step 18 then

’
(25) i‘it +0) = p_ix+1, A = nex ., 3
£t px,n x+1 q

(26) £(t
T(t

(27) ft'l"l' PoY. < = np
It +f) +1(t np

(28) fit +—§-f§t; - _n;o_-g-g‘:_ip+ ut p +q =1, so
I(t +75) +1£(¢ np +q +(q - p)x
(29) £t +5) - £(2 = Np-gq =X 3
fét +J-; + fit; np +q + (g = P)X

% +

t

0) £(t +%) -£(t) = np=g -np =Lt
it '&_’I—'}“&grt-t-, ¥ 1 W= a ¥ (q - P TE)




(31)

(32)

(33)

(3%)
(35)

(36)
(37)

(38)
(39)
(40)

(41)

21

{
fEt‘f;:'}‘fféf) np +q *aqnp +q 7% - np - gt

but gnp is# 2 and np -0‘2 » factoring outg% and -1 in numerator
+i“") - £(t) = - J;l'dt
+ 2(7" i+ (q -p)rt

The ordinate of the approximatingourve midway between t and t + ;‘;

nearly the right side of Hj, so that if Y(t) is the ordinate of this
approximating curve, we suppose that |

q slope of &
thi D‘t Y(t) = lgg mid-ordinate

A lim o f(t +%) - £(%
EY o, ¥(t) = T L) FL(EN]

1 lin 27 (q +7t)
TET D, Y(t) = ~ q+22%F @07 € .

Substituting t - 7 for t

-27(q ¥t « %)
TTDtY(t)— rq+2:r"+(q Pt -9 =D

20 (= + g +0%)

1
() o ¥(t) = _.<2L.+_§.. +,2

+(q-'-p)f'f’t'
1
I(E) b, I(t) = -2r(g(f2) +t -3 (£)
Yo | ™ (q-p)'ft“
1 2 J_'
?Tﬁntr(t)= 2 7~ zr # %l 35)
' ‘%+2f+(q-p)/t'
1 2 2=l 4+ ¢
I(E) D, X(t) = 2& 2#’; ) —
‘ $Gh) T2 TED (a-p)rt
1 2 2 +6 '
'Y-(E)'th(t)= B

2 B3 0 23
24 (.,(;-i- 1 # 2 ¢ )t
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k) _1
) s v, i) < _(a__@__gz”)

W""’l"' 9-7213
q=p

(43) _1 lin = e =

.. EID, T) = e

1 - .
1+ 55T + 5 b

(44) 1
(%) D, I(t) =-t

(45) log, X(t) = f (t) at + o

(46) log, X(t) = ~it° +ec

-;-%,tz + c

#7) I(t) =e : def, of log.
-7 tz c

(#8) (t) =e .8
e

(#9) X(t) = Ae

Now since © ::anges from -2 to a as x gets large, and since ¥(t) dt =1

(50) X(8) fAe

d. 2 __%‘bz
(51) 1(t) = j e # and becausej\e =V 27 then
~ &
s 4—-
(52) ¥(t) =AV27 =1, then A= 9o%p. S0,
; Theref ore

5.
(53) Xsy= AL

Ve
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PROCF OF APPROACH IT

The sum of successive terms of the binomial equals the area of the
corresponding rectangles in its histogram. We may obtain an approxima-
tion to this sum by finding the area uhder the fitted normal curve which
these rectangles occupy. A Riemann sum will be built to so illustrate.
Graphically, x = 0,1,2,....n are the mid-points of the bases of these rec-
tangles,. Therefore, if we are summing the terms of the binomizl in which
X ranges from x = ¢; tox = t.z. inclusive, the corresponding area under
the curve will be from x = t; -%tox‘atz-l-%.

The problem naturally arises of substitution for the exact expression
of P an approximate formula which will be easy to understand and use in
practice and which, for large n, will give a sufficiently close approxi-
mation to P. De Moivre was the first successfully to attack this difficult
problen. After him, in essentially the same way, but using more powerful
analytical tools, Laplace succeeded in establishing a simple approximate
formila which is given in all books on probability.

When we use an approximate formula instead of an exact one, there is
always this question to consider: How large is the committed error? If,
‘as is usually done, this question is left unanswered, the derivation of
Laplace's formula becomes an easy matter. However, to estimate the error
comparatively long and detailed investigation is required. Except of the

length, this investigation is not very difficult.
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Theorem 1!

Bi: k=np+x(n)Vop(l -p) . A(n)# k4 B(n)

 § 2
Hy Py(kin) =~V np(l - p ,'%xk(n)

Vemr

k + 3 -
Hy: P, (kin) = i 1 np i n(l - p) ; +%. 1€k %n
‘/‘ : 3 i . n =k
np(l - p) Vz m

k +%

n-k+3%
; 1 1 n n(l - p)
o L (8
at 2 ey v " <
1

Pz(kln)

2
Verioay  Jhee
1o

for n sufficiently large

B(n) B(n)

1 2
NN CINEN SRR
> i
023 Pz(‘bl, 'bzg n) = s e Pz(k‘n) " :
k= A(n) k = A(n) 2

<, e

33: Pz(tl. T, n) = 1 e dx
211

Proof: 61

(1)

(2) Let k assume all numbers from A(n) through B(n) then xk(n) increases
by equal steps of : :

3) =m(n) - x ;(0) = Bt

np(l - p)
The length of the steps tends to zero as n gets large. The first of

the xk(n) is x (n), and since A(n) denotes the smallest number larger
than np ++.11$E§. p )y then

) tdxu@ = M -m £ 4 4

np(1 - p)

[



(5)

(6)

(7)

(8)
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Similarly, the last of the numbers 'xk(n) is xg n‘.‘!(n)' Since B(n) is

defined as the greatest number which is less than np + tVnp(l - p)
it follows that

LAfnm@ = Ma-m b

i'm.c*(l - p)

Using and substitution of into the ecpression HB and evaluate the
logarithm of the reciprocal of P;(k n) that is

1 L
Pltk nj i

We have

nek+s

——dh kK + 3
| —— e
VW(l-p) Verr

- log Pl(k'n) = log Vorr - logm * (np *xk(n)m +%)

i oSy
log(l + x (n) _!?:I;L ) + (a(1 - p) - x.(n) Yol - p) +%)

log(l - xk(nw ni 1-p;

Now using Taylor's formula, applying it to the evaluation of the two
logarithms in the right hand side, we write

!
W, = log Py(kln) - log V21 + log V:p(i - p)

Xe(n) f.

2

2
Wk =(np + zk(n)]/np(l -p) + gEk(n) np - np 3 \np

+E1(1 -

1
3
1 +1'91 % (n) [L:Z;Pn ) J
1‘ (n)
2 - n e -9+ e e -3 o =

LR
3

uhcre'l% and
three Terms

5
n(l - p)‘f ‘
R V=

7;9 are two numbers between zero and unity. Only the first
age considered.



(9)

(10)

(11)

(12)

(13)

(1%)

(15)

(16)

(17) ‘
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np xk(ﬁ)v-réa‘ - n(l - p)xk(n;/n_ph‘ =0

In each of the two products there will be exactly two terms free
from n. They

[ma -2 +fma -] + [awe + Zar]= 22 @.

The other terms in the two products denominators include n raised to

the power one-half or higher. The total of these terms can be written
as

u, (n)
‘q? . (St-ep 8)

Observing the numerator w.(n) it is necessary to show the existence of

positive number M(ty, t,, p) which depends on t, t,, and p but not on
nand k for large n,

’ U.k(n)’ 4 H(tla tzo p)
Y k between the limits A(n)% k #B(n).

LetT stand for the greater of ]tllmd I'bzl then lxk(n)l LT, every temm
in up(n) is bounded. .

Since step 12 holds for largen and Y k ¥ A(n)€k £B(n) we can write
step 7 as "

W, = =log P(k n) =log N oI+ log)npit - )]

uy (m)
= %:.i(n) +‘-V-—::— o This gives
1

¢ 2
iz (n)  =ug(n)
a%’xkn 81_13;-_

P (ki) = YR -p).

2 W _,;};(n)
P,(Kln) = Pz(kfn) eiﬁ ;

i of
From this we conclude that th )terms ?Z(kL::)L'iat;siy t}(?) Le;nl:;
Duhamel. That isV¢”0fa n,( J the ifequality n,

V k > A(n)&k<B(n). This follows from steps 12 and 16 because
both ==y that for large n

-1113
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a8) MGt p) P- (i n) B e ¢
Mg nn | g oo
Pzzqns

In order to satisfy set 17 for all k, n must be large enough so that
the two extreme sides in step 18 differ from unity by less than
How, using the lerma of Duhamel we conclude that if the sum

g S Ty

tends to the limit L as n is increased. Then similardy, the same
nunber L is the limit of Pl(tl. t2, n). Hence it is sufficient to

show that (n) 2( :
B(n 1 5 n
\/ nﬁf - Di e-)‘xk
(20) Pz(tl, tz. n) = W

k = A(n)

G[m(nﬂ
ot

Bfn% (2D 1 2
(19) Py(ty, ¥y, n) = T P,(kln) = Ynp(2 - p) e-éxk(n)

€= ak) ap) ap-4ED gt 4 - o0 4 AFR) <,
Figure 6

i ich differ from
3 n and the corresponding sum Pz(tl,tz.n) whic
s %m% by a quantity which tends to zero. Let m(n) denote the

number of terms in the sum. Then

ni{n) = B(n) = A(n) + 3



(22)

(23)
(24)
(25)
(26)
(27)
(28)

(29)
(30)

(31)

(32)

(33)
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Denote by G [m(nﬂthe grid composed of m(n) cells
. extend from t
E"ﬁ and dei‘::fxed as follows. The first point of the grid glgg a (:; =1t1t?
e next point is a1(n) = ag(n) -I:Al, where %

An = 1 '
Vin(@ - ) )

Let the (k + 1)st point of the grid be a;.(n) = 3 _1(n) +And =1,2,,,n(n)=1.
The last point of the grid will be am(n)(n) = to.

By definition, the first m(n) - 1 cells of the grid have the same length
A . The length of the last cell say & (n), may be equal to, smaller

than of greater thanA,. In fact
S (n) =t - e 4 1) = 5 - 3 - [nla) - YA,
I =t, -ty = [B(n) - Am)]A,
In order to obtain the limits for [B(n) - A(n)JA. we use the meaning of

An and steps 4 and 5 then subtracting equation 5 from equation &4

we obtain

B, -t - 24 < (B(n) - A(n)Ané tr =ty

then from step 25 we get

0 </f(n)é 2An

Hence the length of the last cell in G[m(n)]also tends to zero.

Since e (n) lies within the first cell of the grid, This follows
from steg%. Thus, we select X () (n) as the desigxgted point of the
first cell, Also x(n) are all équidistant and the interval between

them is equal to A p Which is the length of each of the n(n) - 1 cells
of the grid.

It follows that the point xk(n)‘ are distributed so that one is in each
of the m(n) cells of the grid and namely that
ak_l(n) P Xp(n) + K-l(n) & a(n) k=12,... n(n)

o . ah(Buta 5" Rhemanm sum casd 1% B (tyotge 1) then

1 2 2
- ~3x-(n) ~3B (n)
Lim P3(t3, t,, n) = bon Y np( -p) e }ﬁk + dfn) e
n : = ;(n; ;———-2 p— /arr
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Since the maximum length of the cell of the gri lyin emann
‘ h of grid under z the Ri
sum Pé(‘bl. tz, n) tends to zero, it follows that R

(34) o ‘ t‘-%xz
: 1im Pé(tl* t2' n) = e dx
. - ;N
% % w

Now, comparing Pé(tl. tos n) with Pz(tl, o, n) we find that

(35)
jpz(tl. t,en) - Pi(tq, b, n), =
L » 2

1 2
i N —— L 4 &
S MR U R g e

k=a(m Va2t k = A(n) \}2 T n{z T
s gl

'\ np(l - p)

$

ez é . 1
V2 ap(L - p)

s

(36) Thus, as n gets large, the difference between P?_(tl. t;, n) and Pz'('bl,t.z,n)
tends to zerc. Therefore if Pé(tl,tz,n) tends to the integral in step 34
then B, (t, sty n) must tend to the same integral also.

(37) Therefore:

QI El D.
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Chapter IV

APPLICATIONS OF THE
NORMAL APPROXTMATION TO BINOMIAL

Problems related to the binomial distribution are fairly easy to solve
provided the number of trials, n, is not large. If n is large, the computa-
tions involved become exceedingly lengthy; consequently, a good simple approxi-
mation to the distribution should prove to be beneficial and useful. Such an
approximation exists in the form of the proper normal distribution. For the
purpose of investigating this approximation, consider some numerical examples.

Let n = 12 and p =5and construct the graph of the corresponding binomial
distribution. By use of the formula

P(x) = n! X n-X
xi(n - x)!

the P(x) were computed, correct to three decimals, as

P(0) = .008 P(6) = .11

P(1) = .046 P(7) = .0UB

P(2) = .127 P(8) = .015

P(3) = .212 P(9) = .003

P(4) = .238 P(10) = .000

P(5) = 191 P(11) = .000
P(12) = .000

Although the graph used earlier for a binomial distribution was a line
graph because of the discrete character of the variable x, this distribution
will be graphed as a histogram in order to compare it more readily with normal
distribution histograms. The graph of the histogram. The graph of the histogram
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for this distribution is shown in Figure 7. The height of any rectangle is

e =4 B
4
(a) . #A _ (b)
J i
046
»008 Figlu‘e

T iR Y “s; o5 7
equal %o the ?:glgab'g.li igs give’c‘l’ for the corresponding class mark. Sin'ce the

base length of any rectangle is 1, the area of any réctangle is equal to its
height, and therefore these probabilities are also given by the areas of the
corresponding rectangles. It therefore appears that this histogram could be
fitted fairly well by the normal curve.

Since the normal distribution curve is completely determined by its mean
and standard deviation, the:natural normal curve to be used here is the one
with the same mean and standard deviation as the binomial distribution. Then
from the formulas A& = np and ¢ =fipq, it follows tha = 12'%= % and
0’=V12-F T = 1.63. A normal curve with this mean and standard deviation
was superimposed on Figure 7 (a) to give Figure 6 (a). It appears that the
fit is fairly good in spite of the fact that n = 12 is small n and advanced
theory promises a good fit only for large n.

As 2 test of the accuracy of the normal curve approximation here and
as an illustration of how to use normal curve methods fér approximating
binomial probabilities, consider these problems related to Figure 7.

A) If the probability that a marksman will hit a target is-§ and if
he takes 12 shots, what is the probability that he will score at least 6 hits?
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The éxact answer, correct to three decimals, is obtained by adding the values
in the listings of P(x) for those given from x = 6 to x = 12, which is found
to be .177. Geometrically, this answer is the areq of that part of the histo-
gram in Figure 7 lylng:to the right of x = 5,5. Therefore, the approximation
of this probability by normal curve methods is merely necessary to find the
area under that part of the fitted normal curve lying to the right of 5.5.
Since the fitted normal curve has At= 4 andf = 1.63, it follows that

S5 =k  =0,92,

1.63
Now, from the table, the area to the right of = 0.92 is .179; therefore this

is the desired approximation to the probability of getting at least 6 hits,
Since the exact answer was just computed to be .177, the normal curve approxi-
mation here is certainly good.

(B) To test the accuracy of normal curve methods over a shorter interval,
calculate the probability that the marksmann will score pre;isaly gix hits in
twelve shots. The answer, correct to three decimals, is .11l. Since this is
equal to the area of the rectangle whose base runs from 5.5 to 6.5, to approx-
imate this answer it is necessary to find the area under the Iitted normal
curve between x = 5.5 and x = 6.5. Thus by caleulating the z value and using

the table, one obtains
6.5 — LI'

K 1.63

= 5.5k =0.92 = ,3212.
“a 1.03 h

Subtracting these two areas gives .116, which compared to the exact probability

=1.53, A, = JH370

I

of 111, is also good. From these two examples it appears that nommal curve

methods give good approximation even for some situations, such as the one
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considered here, in which n is not very large.

As an illustration of the use of the normal curve approximation to the
binomial distribution when n is large, consider the following problem. To do
so, the proper normal curve is now the one with mean and standard deviation
given by the formulas

AL=p aﬂfsﬁ_

Suppose a politician claims that a survey in his district showed that

Problem;

60 per cent of his constituents agreed with his vote on an important piece of
legislation. It it is assumed temporarily that this percentage is correct
and if an impartial sample of 400 voters is taken in his district, what is
is the probability that the sample will yield less than 50 per cent in agree-
men‘b?3

.It is assumed that taking a sample of 400 voters is like playing a game
of chance 400 times for which the probability of success in a single game is
.6, this problem can be treated as a binomial distribution problem with p = .6
and n = 400. For such a large n the normal curve approximation will be excel-
lent. Using the above formula

2= 35 =6 =408
0

Now the sample proportion, x/n, will be less than .5 provided that x is less
than ~%.08. The probability that 2z & 4,08 is by symetry equal to the pro-
bability that z ) 4,08, which is considered too small to be worth listing in
a table. Thus, if it should happen that less than 50 per cent of the sample

3Paul G. Hoel, Elementary gtatistics(uew York, : John Weley & Sons, Ine.,
1965) p. 108.
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favored the politician, his claim of 60 per cent backing would certainly be
discredited.

Cbjections may be raised, and rightfully so, the getting of a sample of
400 voters is not equivalent to playing a game of chance 400 times. There
is a question concerming the independence of trials and the constancy of the
probability that must be answered before one can be thoroughly happy with
the binomial distribution model for this problem. Considerations such as these
gave rise to the empirical rule for a good approximation,

Now just suppose that we attempped to use the formula for the binomial
function to get the solution to this problem. We would have

e (D)

which seems highly iﬁprobnbln because who could conceive of a person raising
a number to the 399th power. Hence, it certainly understandable why for
large n it is more practical to use the standard normal function.



Chapter V
CCNCLUSICN

The De Moivre-Laplace Theorem is one fom of a quite general set of
"eentral limit theorems.” These theorems treat the limiting distributions
of sums of random variables, and these limiting distributions are ordinarily
normal. The value of the theorems is that they enable us to compute approxi-
mate probabilities for sums using the normal distribution without ever know-
ing the exagt distribution of the sum. Exact distributions are often hard
to get so we are grateful for such approximations.

In this paper the writer has illustrated the approach to normality of
a sequence of adjusted binomial distributions. Since the number of success-
es, X, in 2 binomial experiment is an example of a random varizble which is
1tself the sum of several independent random variables, we have also illus-
trated the more general idea that sums of independent random variables,
suitably adjusted, tend to be normally distributed, under quite general con-

ditions.
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