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Chapter I 

fflRODUCITON 

Sone experiments are composed of repetition or independent tritls , de

noted by n , each with two possible outcomes . Tho binomial p r obability distri

bution may describe the variation t hat occurs from one set of t rials of such 

a binanitl exper.ment to another. Tho formula for the binomial pr oVides an 

adequate approximation pr oViding n is small. For large n , this distribution 

function can be quite laboriou::: to 1:ork with . Houev~r , .. men n is large , the 

binomial disti~foutlon can be .,djusted so -that it is closely ap?r OY.i."':l"ta. ~Y 

th standard normal distribution. Although the romuJ.; _'or the ::.tand;\rd 

normal distribution looks ~ bit unfriondl/ , bristlin3 as it does with roots , 

ro.."'P()nen .s , -.r.d transendental m.m:be:t"s like'rl -md e , these are not im!)ortant 

fea.tures . For our purposes , the important features are that t ables of the 

nonnal are widely available, and 1.h~t the transition .:rom a binomial proba

bility problo.n to a nor.nal probability problcn i!3 e::.::.y to r.inke once one 

knows ho~-r. 

In this papei: , the writer uill ~chievc these results by using two 

approach~s . The r irst method used will be geo:netric approach a.nd the secorn 

by use of th~ De lroivre- Laplace Theorem. '.this theore.1 was stated by o~ 11oivre 

in 173; for the cnse p = ½ and proved for ~rbitrary numbers b'J Lapbce in 1812. 

In chapter I , t ems are defined and me:ming of synbols used in this paper 

will be given . 

Ch: pter II ,r.i.11 include some properitics of ~he two di.;tributions . Also 

a set 0 _ awul.iary theorems and lernnas is st~ted .n.thout pr oof . 

Ch1.pter m uill give two appr oaches o-: showing the binomi:u. distribution 



2 

has as its 1111'.it, ~s n J ets lar3e , the normal distribution . 

Ch .. 1pter IV uilJ. gi vc some applic"tivns of the theorems :proven in Chapter 

1'"'inally, in Chapter V, the writer will swnmarize ~that we have achieved 

in -this rese .. rch. 
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SYMBOLS 

Below are the sy1<1bols tna't will b~ used throushou.t this paper and 

their meaning. 

1. Def. Definition 

2. Thm. Theorem 

3. Hri l{ypothesis number n 

4. ~ Conclusion number n 

5. ➔ ttsuch that" 

6. 3- "there exi.sttt 

7 • V "for all" 

8. . ;> "impl ies" 

9. c...>o epsilon a positive number 

10 . 1') "? () nu a posit ive number 

11 • I a f absolute value of "a u 

12. L. SUJ!lllation of n 
'7ll 

13. L less than 

14. > greater than 

15. L.. - less than or equal to 

16. ~ gr eater than of equal to 

17. IT Standard deviation 

1a . er 2 variance 

19. A. mean 

20. lim Limit 

21. f(t) Distribution Function 

22. P(n) Pr obability of n 
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23. ( ~) Probabili~y of n things x at a time 

24. L. C. D. Least Co!ll!:lon Dcnor:unator 

2.5. e...xp . exponent 

26. p probability of success 

27 . q pr obability of failure 

28. Fig. Figure 

29. J..og logarithm 

30. --:::::: approximately 
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DEFINI'ITONS 

The following are definitions that will be used throughout the re

maining portions of this paper. 

Symbol and/or tenninologz 

1. Binomial Distribution Functicn 

2. Combination of n things 
x at a time 

3. Probability of an event 

4. Random Variable 

5. Probability Function 

6. Standard Normal Function 

Meaning 

1. b(x; n,p) =( ~) px(l - pt - x 
X = 0 , 1 , 2 , •.• • n 

2 . nQ)c = (n'= ___ n l ___ _ 
Yy xt ( n - x)t 

J . If an experiment can re
sult in any one of n 
different, equally like-
~ outcomes , and exact-
~ m of these outcomes 
correspond to event A, 
then the probability of 
event A is 

P(A) :..a. · n 

4. A number detennined by 
the outcome of an experi
ment. 

5. Let X be a random variable 
with possible numbers 
x1, x2, • •• xt and asso
ciated probabilities 
f(~) , f(x

2
) •• •• f(xt,). 

Then the set f whose elements 
are the ordered pairs 
(Xi_, f(Xj_)) , i = 1 ,2 , ••• t 
is called the probability 
function of X. 

6. Let X be a random variable 
that assumes all the real 
numbers. Then X is call
ed a standard normal ran
dom variable if the proba
bility assigned to the 
interval from a to bis 
the area from a to b be
tween the x-axis an the 
normal curve defined by 

' --f-r Y(x) = ---,e 
V',.rr 



7. Riemann Sum 

8. Slope of a Line 

9. Parameter 
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7 . LetA (m) denote the gr eat 
est of them differences 
ak - ak -I· Consider one 

of the intervals (ak-1• ak) 
arxl select in it arbitary 
point xk )- a.k-1 = xk = ak • 
The point xk will be de
scribed as the adesignated.11 

point in the kth cell for 
each m cell (a, b) is diVided 
and f onn the sum 

m 
S(rn) = L (ak - ak_1) f (xk) . 

k=l 

8. The slope m of a line L on 
the points P(x1 , YJ.) and 

Q(x2 , y2) is given by 

m = Y2 - Yl , xz=/: X}. 

xz - XJ.. 

9. (a) A constant so long as 
we consider one operation. 

(b) A variable when one 
generalizes all such 
operations. 



Chapter II 

This chapter vrill include some propei•ties of the binomial distribu

tion and some properties of the standard normal curve. Also included in 

this chapter are auxiliary theorems and le:nmas stated without pr oof. 

PROP~RTIES OF THE BIUOl{[.AL DISTRillOTION 

7 

In this section we study t he shapes of graphs of binomial di stributions 

produced under two conditions: {1)for a f ixed numb"'r of t rials n , but 

different values of p ; and (2) for fixed numbers for putting values of p , 

but different values of n. We study especially how the graphs change shape 

as n grows lar6~. Such a study helps us understand the family of binomial 

distributions, and it also helps us understand other sequences of probabil

ity distribution functions , because th1;; changes '1-rit~.in the binomial i'amily 

resemble the changes within many ot her famili es of distributions . 

{l) Fixed n,, ya~g ;e. Asp varies, the shape of the graph of the 

binomial distribution changes. Figures 1 (a) through (i) illustrate this 

n = 5. For p near zero or near one (fig. 1 (a) and (b)) , the probability 

spikes up at x = O and x = n, respectively. The abscissa corresponding to 

the larg~st ordin te is called the mode. For p more centrally locclted, 

the binomial ordinate b(x), increases With each successive x until the 

largest b(x) is achieved (fig. 1 (c), (d), {g) and (h)) and then , except 

possibly for a tie ~t x = 1 {fig. 1 (e) , (£) and (i)), b(x) decreases as x 

continues to increase . Thus , unless two adjacent ordinates are tied , there 

is just one largest ordinate, and the ordinates decrease ste~dily as we move 

to the ri~ht or to the left from thv mode . 
0 

When p ; ½ (fig. 1 (i} , the distribution i s symmetric about;-; if 

n is odd two central values of x have equal ordinates (fig . l (i) ; if n 
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is even the ordinate at the middle x is the largest (r· (2)) I£ .J. 1. 1g. ■ PT 2 

the distribution is asymmetric. 

In figures l and 2 the fulcrum • on the horizontal axis shows the mean, 

,A..for en.ch distribution. You can see that the means of the binomial distri

butions are within one unit of the abscissa with largest probability (the 

mode)• In binomial distribution, the mean and mode are always within one 

unit of each other. Furthermore, if np is an integer the mode and mean are 

identical. 

(2) Fixed Ra, :increasing U• A.s n increases , the successive binomial 

distributions (a) "walk" to the right , (b) flatten , and (c) 11spread, 11 We 

discuss these features in turn. 

(a) "Walking. 11 As n increases, the meanA.moves to the right a dis-

tance p for each unit increase inn because.,,t( = np. The mode and the 

other large ordinates are near the mean, so the central mass of the distri

bution also 11ualks11 to the right as n increases. 

Later we shall try to obtain a limiting shape for the bino:nial distri

bution as n grows large, and to achieve this end we must prevent the distri

bution from walking off. We can do this by replacing the random variable 

X by a neu variable X - np. For if Xis replaced by X - np, then_,1-l is re

placed by_)t.- np, or zero. Hence this adjustment keeps the successive distri

butions centered at the origin and prevents walk-off . 

(b) Flattenin_g. Consider further the unadjusted random variable X. 

As the means walk, the dis'§ributions .flatten (fig. 2 (a) through e) . We wish 

to study the rate of flattening. For large n, the sizes of the central ordi

nates are inversely proportional tol'n. Let us illustrate this fact graphi

cally. To do this , let us first recall that y = mx is an equation of a straight 
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line through the origin wi. th slope m. fuen y is a constant times x, y varies 

directly as x. If x - 11.Ar-'n th ua11 - r" n , en we us y say that y varies inversely 

as n • But ·,-re can also say that y varies directly as 1/fn" ; and when we 

plot Y against 1 rfn • we get a straight line through the origin. The point 

is that we 'iave a linear relation if 1 e regard 1 /'Jn as an independent variable. 

In other words, one way to show that y is inversely proportional to n is to 

sh0t that y is directly proportional to l }'t.1 'le use this idea in J. (Fig.) 

!•:ode proportional to l ~ · To return to the ruain discussion . Figure J 

shat•rs how the middle ordinates of symmetric binomi al distributions (p = {-) 

decrease as n gr0t • The relation is smooth when n is taken as even. ( similar 

smoot h rel~t i on holds for n odd . ) The modal value of x is ~ . lben we 

choose the horizontal axis as the axis of 1/rn. we see that , as n grows , 

p(mode ) de creases, folloWing a curve that is almost a straight line through 

the orig-in. (A scale of values of n is marked bel0tr the axis . ) The points 

on the curve for p = ½ have coordinates {lrn, b( '½n)) , n even. Our binomial 

table can be used to check a point on the curve . For n = 24 , b(lZ)-::?-0 .161 and 

and l/1'24 ~ 0 . 204 . 

Similarly, the relation between P(mcde) and 1 mis approximated by a 

straight line through the origin for binomial distributions with P =-½ (for 

smoothness , we have chosen values of n that are multiples of 5, and then the 

mode is +). Our binomial table can be used to check a point for n = 25 . 

Then 1rn= 0 . 20 and b(5) 0 .196 . his graph is adequate to illustrate the 

approximation; the modal ordinate and its neighbors decrease inversely Jn . 

½'l-«i nclc osteller et. al. , Probabil~ t~ rl~th Statistical pplications , 
( Re d . · 1- ~ . tts . Addison-~· es1.ey Puolishlii°g Company, Inc., 1965) , p. 26J . a ing , w.ssa~uuse , • 
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When we study the limiting distribution of X as n grows , we shall need 

to prevent the binomial distributions With large n from collapsing onto the 

x-axis . As figure 3 illustrates , as n grows , 1/Yn" tends to zero. 

(c) Spreadin~. We recall that the sum of the ordinates is always 1 . 

Natural.ly, if the distributions flatten as n increases, and the total proba

bility must remai.'1 constant , successive distributions must spread out . They 

spread at a rate proportional toVn • For the standard deviation is a 

measure 0£ sproad , and its value for a binomial distribution,~ , is pro

portional trn when p is constant. 

The total range of the binomial is from o ton, and increases at a rate 

proportional to n . But we know frcm Chebyshev1s theorem (given in the list 

of auxiliary theorc."ns) that there is very little probability near the ends 

of the distribution comparErl with the amount Within a few standard deviations 

of the mean. The standard deviation is sensitive to the rate at which the 

central mass of the binomial distribution spreads (the 75% or the 991, near 

the mean) , and it is this central mass that we want to study. 

To summarize; as n grows , (a) successive binomial distribution walk to 

the right at a rate proportion ton; (b) the modal ordinates flatten at a rate 

proportional to 1 / Vn ; and (c) the distributions spread out , tha.t is 

their standard deviations increase in proportion to ~ (See the a.ccom

Paning figures on the next three successive pages>. 

PROPERTIES OF TdE UORHAL CURVE 

From an inspection of the graph ( fig. 4) , we note that the normal curve : 

(a) is sYIIJ:letric about the y-axis; 

(b) has its highest point a ( O, 1/ ~), where 1/lt"T'ir~ 0. 40; 

(c) is concave downward between x = -1 and x = +l, and concave upward 

for x out sides the interval; 



b(x) 

1,0 

o,s 
lJ, 

_,._ (n o succe ses) 

0 I o• 1 l 1 ' 1 .8 -t s 
n -5 , . =0 . .. 5, 

(a) 
b(x) 

0, 

b ( ) 

n = 5 , p = O. 0 , np = 1 . 0 
(c) 

,._.._l-.--..1 __.,__,_ ....... , __.....> t: 
0 I , :1. .!$ 7 

np = l 

n = 5 n = o.40 , np = 2.0 
' - . ) 

n = 5, p = O. o, np = Z.5 
. ) 

b(x) (prob~bility of s cce~s 

_.,. _ _,__.I--,___.___.....➔ j{ 
0 I ;.t, -' -t '.-' 

11 

n = 5 , p = 0.95 , np = 4 ,75 
(b) 

, I 
IJ I .J. 
n = 5, p = • 

(d) 

I I I t I I H 
0 I ~ ~- ..5 7 >' 

::: 5, P =J , np = 3j 
(f) 

I d- I I I I >" 
0 I :l .A "t .S_ ,-, 

n = 5, p = .60 , np - 3.0 
(.) 

F. gu 1 . . , Di tri ti for n = 5, disp 

es . 

g the c e in :f'orm 
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a• 
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OA 
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l I O,::L 
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d) 

O,I 
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b( ) 

0 
0 

l a.to 
l I ~, 

al I l I I 0 01 ~ 3 A 5 ~ 1'1 
n = 8, p = -2 

x) 

0 , 2. j .; • t,. '! 9 'I 1a 

n = 10 , p = 

)2 

... ,.L._...._,·L,.g , flatten:ing , d spre g as n mcreases . 

l2 
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J . lo of ( ::; mode) against 1J'fn to s r the n ly st · ght-

gure 4. 

tor p = a and 
I 

=s• 

C , hose equation is 
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(d) 
extends Tithout li.'llit to the left and to the right , and approaches 

the X . 
..ax::i.s very rapidly as we move a1 .. 1ay froro x = o in either 

direction. 

(e) the total area under the curve and above the x-axis equals 1 . 

(f) Tho ar1.themetic mean , median , and mode coincide . 

(g) The standard deViation cuts the curve at the points of inflection 

(the points on the steep slope where the curvature reverses) . 

(h) The first and third quartiles are equally distant frcm the median. 

(i) • ithin one standard deViation taken plus and minus from the mean , 

68. 26'1, of th items fall . 

(j) Two standard deV:iation taken plus and llllinus from the mean contain 

95.45~ of the items. 

(k) The average deviation is • 7979 of the standard deviation. 

(1) The semi-interquartile range equals the probable error , which equals 

2 .6745 of the standard deviation. 

ithin the nonnal probability curve there exist certain fixed ratios, 

relations , proportions md distributions which may be stated in standard. 

statistical and mathematical terms and universal:cy- applied with a high degree 

of accuracy for all distributions of data approximating the form of the normal 

curve. For any data which fall apprOXllllately in the form of the normal curve 

and ar correctly based on the logical principles underlying the normal curve, 

the ratios stated above will hold true and may logically be deduced frcm the 

samples as applicable to the population from which they came. 

2Elmer B. ode , Elements 2f. statistics, (Englewood Cliffs , • J. , : Prentice
Hall, Inc., 19.51) , p. 119. 



The follm~ theor e:ns are stated without proof and will be used 

throughout the re:naining parts of thi. s paper. 

Awci.liary Theorem I 
2 -½ X 

B1 : f(x) = e 
~ J. 2 

C& ljr,JJ. e- 2 
X dx = ~ 

C -a,. 

Aux:iliary TheoreJ:i II 

li:t= q+p=l 
X n - X 

H_ : r (x) = ( n t P q 
-~ xi n - x) t 
Ci: O ~ f (x) ~ 1 

Cz t 't:::_ n l px qn - x 
x = O x t (n - x) l 

.Auxi.liary Theorem III 

=l 

l 2 
""2 t 

H1 z Y(x) = ~ e is the probability density function 

S
,t., ,.,. 

C; 1m Y(x) dx = 1 
~ 

AUXiliary T'aeorem IV 
(Taylor ' s Formu.la) 

H1 : Let f(x) be a function of x defined over the interval (a ,b) 

~ : f(x) is differentiable n times on (a, b) 

ff:, a x
0 

a fixed point and x a variable point contained in {a, b) 

H4 : r!k) is the kth derivative of f{x) 

2 

f( ) : f ( ) + X - XO f '(Xo) + (x i Jto) ~"(Xo) + .... + 

15 

x Xo R !l l n-1 
(x - :ico) r {k) (Xo) + •••• + (x - Xo) r (n - 1) (Jto) + l\i 

k l (n - l )t 
where P,i is the remainder term. 



:uxiliary Theorem V 
(Stirling I s Fomula) 

¼ 
H1 z 1L e L e 

1 
mi 

C: nt = e -S,..,,, 
S(n) 

Auxiliary Theorem VI 

nl 
(n) 

H_ : p (K} ) n I k ( )n .. k 
' x n = kl (n - k)I p l - p 

C: P1(Kfn) = 1 
Ynp(l - p) 

Auxiliary Theorem Vll 
(Duhamel's Lemma) 

Hi I Sn = % 1ni ' 

16 

~it n = l,2 , ••• 

~ Tni 1 1ill1 ~ = L, for every ( J n(e) tn;, n(€) =P' - -1 £_ t: 
n T' · m. 

C: l:iJn Sn = L 
n 
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Chapter III 

In this chapter, the main results will be presented. It will be shot-m 

that the binomial function has the normal function as its lillli.t as n gets 

large• Two approaches are presented. The first approach will be the geome

tric or slope methcxi . The second approach involves areas . 

PROOF OF APPROACH I 

We may expect , that the fitted normal curve will give a fair approxima

tion to the binanial except possibly at the extremities of the range. When 

the terms of the binomial are arr~ed symmetrically with respect to the 

mean, that is when p = q , the approximation is considerably better than when 

either p or q is small compared with the other. 

Because of the central role played by the normal law in statistical 

theory, it uill be beneficial to prove that the limiting fonn of the binomial 

function is the normal function. 

The variable is first changed to t , where t = (x - np) / a , <f ~ (npq) 

so that the step oft is 1/u'• This step becomes small as n gets large. 

.t 
z 

The slope of the straight line joining the tops of tv10 successive t ordinates 

is then equated to the slope of a continuous approximating curve at the mid

point. To maintain the area under the curve unaltered , the ordinates of the 

po'i.nts are multiplied by <rat the same time the abscissae are divided by <I" • 

Figure 5 will indicate only one sul::xiivision of the binomial curve but this 

is then true for all subiivisions. Thus , we .formulate the normal curve in 

its entirety. 



e De iioivre-.Lapl ce eorem 

Let :t_i, ½_, ... ·In be a sequence of random va.n.;.bles , where 1ti is the 

number of successes in a binomial experiment 1ritb. n trials , each with the 

probabili t",r of success p 1 0 '"' p 1 • Let 2n, n = 1 , 2 , J , • • • be a correspond

ing sequence of adjusted random Vll'i bles where 

~ .. np 
and let z be n constmt. 'lhen 

-V npq 

s n gets large F (Zn ~ z) pproacbas t e area to the fight of z for the 

stand normal distr--lbuti • 



Theorem I 

(x) (x♦lf 

Figure 5 

Hi t i'(t) = nt x n - x 
xt (n ':' x) l P q 

113 ' Slope of PQ = Ng - MP = 
MN 

liq.: Y(t ) = ½ [r(t +f) + f(t)] 

C: Y(t) = 
1 -½ t2 

~ e 

Proof : 

f(t +qb) .. f (t) 
~ 
(J 
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(l) Using H
1 

and Fig. 5, f(t +-Jo) = 5,nl x + l fn - (x + 1)1 (x . + it {n - X + l ) l p tf" 

(2) And since x = np +l't , it follows that 

o' ( ~x -r_jJ\1 
(3) f(t +..!..) = P 7 fl,v,+rrt)-+il qlI¥ - IfvM't+.fj 

r [(np + t) + 1] 1 [~1- Unp -tl't) + y P 
But by definition, 

( 4) f ( t + ..L) = /t=f;' ) {fnl' +f'I> },if fr ~ - @,p + .-,I,) -t I J 
r \ "1z('#'ltj/ P q 

Since p = q , adding exponents we obtain , 

(5) f ( 

, (~ \ r.rno+~t1 + g z.7,0"~) - J1"1lf t rt)+,] 
t + ~) = ;,~-, I j'IX1 i,;-



Fi.tlding the L •• D. in t e ~onents we obtain 

(6) f(t +.L) = ( ¥ \ [ +w~-1-p-rr-n-..,,e'"-e-e-eJ 
' "np+.rl.,t1) M. p 

Simplifying 

(7) £{t +-J:, ; (.%:::!'' \ pq i:p 
<n t"'¾I :L r :J 

By Hz , 
(8) t( ~) =~n + 1) pq_n, Also by def, 
(9) (t +~} = p(x + l , n) 

(10) U ing l F1.g. 5 again then f(t) c G['nt x n...x 
xi Cn.x)I p q 

Th 
Q f X - <f't \ 

(11) f(t) = : . P JI 
(np +?t t ~ ~• 

t by ofinition f:J ~ 
( ) ( t) = ( . -4"- ) '71 P + r I.; q ff. '(.:;Lt J- '??p-td" c j 

.,,., f' "!rJT, p 

Adding exponents 

<13> re t> = (;:t:,) pq.,.,., ... rt- rc1:~ ~ "'P -,.d' ~ 

.u1M..1.uG the L . C. o. 1n the exponents 

c11t> :rct> = ,.s-,r · ) pq ir: ~ p.J', -rl__,.,e..~-
~ \. .,,,. r 

implii'ying 

(15) f(t) = IX::-F,,\ rq_ ~ ~p+r'V 
ByRz 

(16) r{t) =(:)wn , so ey def . 

(l?) f(t} = p(x,n} 

Using steps 9 am 17 then 

(16)· :r(t + i) ;::: 
r(t) 

19 



ince this is true then 

tint x + 1 n -(x + 1) 

(19) 
-,...._~~ .:::: (x + l)l[n ... (x + 1nt P q 

(20) 

(21) 

(22) 

(2J) 

(24) 

(25) 

(27) 

(28) 

(29) 

If' ue expand this and subtract exponents 

x + 1 n = x+l-x (n - ~1 - n ... x ) 
---P q P ,n 

X + 1 n :; n -
P .· ,n X + 1 

= n -
X + 1 

Looking at step 18 then 
I 

p • q ... 1 

• ...P.... 
q 

ff t + ft ; ptx + 1, n) 
t) p X } 

= n-x •....IL 
i'+"'i q 

ence : 

ft + !-j - ff t~ = an-a2-!:J-g 
ft+f +:£t np - .xp + xq + .q 

f~t +£1 - fft~ = "E - 9 - X'E + ~) but p + q = l., 30 
f't+r +ft np + q + (q .. p X 

t~t +z~ - rf t~ = DE - 9 - x 
np + q + (q .. p)x ft+)-: +ft 

Since: x = np + tt't , it follows that 

(JO) f {t +?) - f(t1 ::: np - g - DJ) .. d"'t 
f{t +}1 + i{t1" np - q + {q .. p) (np +;?t) 

20 



but qnp is!'l' 2 and np =tJ2 , factoring outtrt and -1 in numerator 

(32) f ( t + ~) - f ( t) == _ 
f (t +- ,,- + P{t) 

q +tit 
2 

q + 2 a + (q - p) rt 

21 

The ordinate of the approx:imatin3curve midway between t and t + -j;. 
nearly tho right side of H4, so that if Y(t) is the ordinate of this 

approx:imatmg curve , we suppose tba.t 

1 slope of Pg 
(33) Y{t) Dt Y(t) = ~ mid .. ordinate 

1 lim ~~ft +L~ jt~ (34) Y(t) Dt Y(t) = r ½f' t +t ~ft 

(35) 1 lim -2,r,~ +rt) 
Y{t) Dt Y(t) = r q + 21 + (q-p)?' t 

Substitutine t - :I;, for t 

(36) 1 1.im . - 2 ~ (9 +er t - ½) 
Y(t) Dt, Y(t) ::: r q + 2.1-1+ (q - p)r- t - g - .p 

. 2 

(37) 1 
Y(t) Dt, Y(t) = 

(38) l 
Ytt) Dt Y(t) = 

(39) 1 
YITT Dt Y(t) = 

(4-0) 1 
yffi"'" Dt Y(t) = 

(41) 1 
Y(t) Dt Y(t) = 

...S...+..l?... + 2 + 
2 2 2r (q - p) rt 

-2'1"( g Cf) + <f"t .. "i ([) 
..s..±...l?.... + 2 + 

2 2<t' (q - p) r't 

2 ,...9... .L 
-2~ 1/: +t- v> 

-f + 2r2 + (q - p) rt 

2 &l::! +t) 
-2{: 2 E' 

...... 2 
<½ c~;~> + zr + ~> (q .. p)rt 

2 s:l +t 
-ztr u-

2 / g-p)t 
zd" <~+ 1 + 2r 



(42) 1 
xffi Dt t(t) = 

(43) l 
Y(t~ Dt Y(t) = . 1 g - P t 

l+~+ 2tr 

(44) l 
Y(t' Dt Y(t) = - t 

(45) log0 Y(t) = f (-t) dt + c 

(46) loge Y(t) = 
2 -½t + C 

1 2 - -it; + C 

(4?) Y(t) = e de£ . of log • 

.!. t2 - z C 

(48) Y(t) = e • e 

.1:-1;2 · a 
(49) Y(t) = Ae 

Ion since t ~anges frcm -a to a as x gets large , and since 
r"-' -~'t. 

(50) Y(~) =)_ Ae 

-q, ·"- -¼-t? 
(51) Y(t) =A J .-, 

-P-

J. ~-1;2 
and because e- z :;:Y'ffthen 

l 
(52) Y(t) = AW = 1 , then A = 1'2 'Tf'> · so , 

Therefore 

(53) Y(t) = 

• E. D. 

22 

Y(t) dt = l 
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PROOF OF APPROACH II 

The swn of successive tenns of the binomial equals the area of the 

corresporrling rectangles in its histogr am. We may obtain an approxima

tion to this sum by finding the area ~der the fitted normal curve which 

these rectangles occupy. A Riemann sum will be bull t to so illustrate. 

Graptically, x = 6 ,1 ,2 , • ••• n are the mid-points of the bases of these rec

tangles, Therefore, if we are summing the terms of the binomial in which 

x ranges from x = ti to x = t 2, inclusive , the corresponding area under 

the curve w-lll be from x = t 1 - ½ to x = t
2 

+ ½. 

The problem naturally arises of substitution for the exact expression 

of P an approximate formula which will be easy to understand and use in 

practice and uhich, for large n , will give a sufficiently close approxi

m.ltion to P. De Moivre was the first successfully to attack this dLf'ficult 

problem. After him, in essentially the same way, but us:ing more powerful 

analytical tools , Laplace succeeded in establishing a simple approximate 

formula which 1s given in all books on probability. 

When we use an approximate fonnula instead of 3J'l exact one , there is 

always this question to consider: How large is the cOl:lr:titted error? If, 

as is usually done, this question is left unanswered. , the derivation of 

Laplace • s formula becOllles an easy matter. H~1ever, to estimate the er ror 

comparatively long an:i detailed investigation is required. Except of the 

length, this investigation is not very difficult. 



Theorem I ' 
H1 : k = np + 21c(n) ½p(1 - p) , A(n) I:. k /4 ~{n) 

1 
Hz: P2(kln) = ,7np(i - pJ 

'/21T 

Ci: P1(kln) 

P2 (k ln) 

1 

✓ np(l - p) 

1 

= "np(l - p~-

1 

'Y np(l - p) 

½'tr 

e 

j 2( 
-~ n) 

for n sufficiently laree 

B(n) 

Proof : 

(1) 

1 

V np(l - p) 

{2 rr 

24 

(2) Let k assUJlle all numbers f'ro:n A(n) t~gh B(n) then ~(n) increases 
by equal steps of 

(3) ~(n) - ~-1 (n) = l = Ai 

-1 L e 

1';(1 - p) 
The length of the steps tends to zero as n gets large. The first of 
the xk(n) is x (n) , and since A(n) denotes the smallest n ber larger 
than np + 'ti ti • p , then 

(4) t 1 ~ x (ho) (n) = A(n) - np ~ t1 +t\i 
l/n;c1 - p; -
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S . l , the l t of then ber~ '1<(n) is (n){n). Sine~ B(n) is_ 
~e.flJled as the g oatest number hich is less t no + t':;1./ np(l _ p) 
it ollOi s t t · 2 

(5) t 2 -4_ ~ xB(n){n) = B(n) - np L t 2 

Ynp{l - p) 

(6) 

(?) 

(8) 

Using and :Jubstitution of HL into the . rcssion Hj and evaJ.: te the 
loea · t of t reci row of-P1 (k n) that i .. 

l 

1 

1'np(l - p) 

k+f~ ~n-k+f 
1 (- n ~ n(l - p) 

Y;:ir kj n-k 

e have 
1 

loL Yz;; .. log-Ynp(l _ p) • (np-+- (n)Ynp(l - p) 

log(l + ¾(n-;{fj- ) + (n(l - p) - ~(n)"iip(l - p) 

log(l - ~cn-Vncl-p) 
at using aylor•s formula , applying it to the evaluation of t e two 

log ri t s in the right bard side, we write 
l 

k = log 1(kfn) - logy:;:;+ log t'np(l _ p) 
2 

'"\~ xk(n) 

= [ np + "k(nWrip( l - p) + i/ & Cn) V ~ p - 7r 

(1 + ~ l "k(n: Vi ~Pnp yj 

2 
l - E + Xk(n)L)f 
np 3 \:np 

_ ~(n)f P ~ 1 

J\n(l - p)J~(l --0 (nl1J p -1 
2 Xie n (1 .. i,1 

r 32 ol.l1d 19. a o two n bers 
thre~terms e considered. 

twe ze o .md unity. Chly the first 



(9) = 0 

In each of the tuo products there will be exactly two terms free 
frau n . They 
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(10) [-~(n)(l - p) + ~(n)(l - p)] + G~(n)p + ~(n)p J = ~ (n). 

(ll) 

(12) 

The other terns in the two products denominators include n raised to 
the po~rer one-half or higher. The total of these terms can be written 
iil.S 

'\(n) 
• -"IT 

(Stop 8) 

Observing the num.er~tor uk(n) it is necessary to show the existence o£ 
positive number M(ti , t 2, p) which depends on t 1 , t 2, and p but not on 
n and k for large n , 

V k between the limits A(n)~ k ~ B(n) . 

(13) Let 1 stand for the ~reater of f t,_I and I t 2 J then I "k (n) f L 1., every term 
in uk(n) is bounded. 

Since step 12 holds for large n and '( k t A(n)~ k ~B(n) we can write 
step 7 as 

1 
(14) Wk = -log P(k n) -log 'f ?lf+ logynp(f - p' 

uk(n) 

= {~(n) +y;- . T'nis gives 
1 

-~(n) -uk(n) 
(15) P1 (kin) = -Y np(l - p) e e 1"fl""" 

~-~(n) 

(16) p
1 

(K in) = P 
2
(kln) e (fF . 

From this t;e conclude t,hat th~ tenns P2(kln) satisfy the Lemm.a of 
Duh.lmel. That is'V"t'> 0 .ta nzeeH the inequality n )' nz<t) ~ 

(17) I P1 (k n) - 1 I L e 
P2(k n) · 

\1' k t A(n)~k~ B(n). 
both =)that for large n 

This follO\vS from steps 12 and 16 because 
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= 
- .~) 

e ...,c,, 

In order to s tis.fy set 17 for all k, n must be large enough so that 
tho two extr e sides :in step 18 differ from unity by less than • 

, using the 1 .i. of Duhalnel we conclude that if the sum 

~ ~ ,___l 

2-. P2(kln) =L . 'ynp(l - ;) 
k = (n) t--ll<'Pf.J'-u--~-

YZ TT 
tends to the limit Las n is increased. Then si.mila~, the same 
n ber L is the limit of P1 (t1 , t2 , n) . Hence it is sufficient to 
s h 1 that = 2 

B(n) l -{~(n) 

(20) 2(t1 , t 2 , n) = ~ {'!:r -pr • 

(21) 

k = A(n) 

Figure 6 

( t ) hi h differ from Consider any n and the corresp?nding sum ... Pz t1, 2'~t (c) denote the 
a Ri.em..um sum by a quantity which tends 1.,0 zero. Dl n 
number of terms in the sum. Then 

m(n) = B(n) - (n) + 1 



(22) 
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Denote by ~ (m(n)]the grid composed of m(n) cells extending fran t t6 
~ andextdef1:1ed ~s follows. The first point of the grid is a (n) =lt 
Tfie n po:i..nt is a1 {n) ;: ao(n) ~' where o 1 • 

~ = 1 n 

¾p(l - p) 
• 

(23) Let the (k + l)st point of the grid be ak(n) ::: a. (n) +A V k = 1 2 ( ) 1 
. --K-1 n , , , , ,m n - • 

The last point of the grid rill be ~(n) (n) = t 2• 

(24) By definition , the first m(n) - 1 cells of the grid have the same length 
An. T'ne length of the last cell say a (n) , m.cy be equal to, smaller 
than of greater than~n. In fact 

(25) 6 (n) = t 2 - ) .., 1(n) = t 2 - t 1 - [ m(n) - :J:).6.n 

d('7t.) = t 2 - t1 - [B(n) - A(n)J4n 

(26) In oroer to obtain the lil!ti.ts for [B(n) - A(n'i}~ we use the meaning of 
An and steps 4 and 5 then subtracting equation 5 from equation 4 

e obtain 

(27) t 2 - t 1 - 2t'.\n ~ (B(n) - A(n)Ll n L. t 2 - t 1 

then fror.1 step 25 we get 

(28) o<:/(n)~ 2A n 

(29) Hence the length of the last cell in O[m(ni} also tends to zero. 

(30) Since xA( )(n) lies within the first cell of the grid , This follows 
from stefl!l,. Thus , 1e select xA(n) (n) as the designated po:int of the 
first cell . Al.so :'k(n) are all equidistant and the interval between 
them is equal toA which is the length of each of the m{n) - 1 cells 
of ' the grid. n 

(31) It follows that the point Xic(n) are distributed so that one is in each 
of the m(n) cells of the grid and namely that 

~-l (n) L.. xA(n) + R-l (n) ~ ak(n) k = 1 , 2 , .•• m(n) 

(32) 

(33) 

Choose the point x (n) as the designated point of the cell 
(ak-l(n) .. 81.c(n) anA(™5fdka Ri.em.nn sum cail it lz'(ti ,tz , n) then 

.. -~(n) ~ -½B2 (n) 
Lim P2(t1 , t , n) =./..n., Y np(l - p) e + (l(n) _e,__._,.. 

2 k ,j.,_yr - Vz Tr n 



(34) 
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Since1 the max:i.r:nlm length of the cell of the grid underlying the Riemarm 
sum P2(t1 • t 2, n) tends to zero, it follows that 

rt',1, 1 2 

1::, PZ{tl, t2, n) = J j_e __ -_zX __ _ 

~~ 

~ 
k = A(n) 

1 

V np(l - p)
0 

v 21r .. 

-Jn 

I 

dx 

B(n)-1 

~ 
k = A(n) 

e 

2 
1 -z'X 

(36) Thus , as n gets large , the difference betr1een P2(ti , t 2, n) and P~(t1,t2,n) 

tends to zero. Therefore if P2(ti ,tvn) tends to the integral in step 34 

then P2(t1 ,t 2, n) must tend to the same integral also. 

(37) Ther fore : 

2 
1 -zX 

e dx: 

Q. E. D. 



Chapter IV 

APPLICATIONS OF THE 

UORMAL APPROXIl-iATION TO BINOMIAL 

30 

Problems related to the binornitl distribution are fairly easy to solve 

provided the number of trials , n, is not large. If n is large , the computa

tions involved beco1:1e exceedingly lengthy; consequently, a good simple approxi

mation to the distribution should prove to be beneficial and useful. such an 

approximation exists in the form of the proper normal distribution. For the 

purpose of investigating this approximation, consider some numerical examples. 

Let n = 12 and p =~and construct the graph of the corresponding binomial 

distribution. a.v use of the formula 

nt x n - x 
--:-,---=,;.,_,~-p q 
xl(n - .x)I 

P(x) = 

the P(x) were computed, correct to three decimals~ as 

P(O) = .008 P(6) = .lll 

P{l) = .046 P(7} = . 048 

P(2) ::: . 127 P(8) = .015 

P(J) = . 212 P(9) = .OOJ 

P{4) = .238 P(lO) = .ooo 

P(.5) = .191 P{ll) = .ooo 

P(l2) = . 000 

Although the gr aph used earlier for a binomial distribution was a line 

graph because of the discrete character of the variable x, this distribution 

will be graphed as~ histogram :in order t o canpare it more readily with normal 

distribution histograms. The graph of the histogram. The graph of the hiat ogr-m 
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for this distri~jton is shown in Figure 7. The height of any rect gle is 

, 1111 

(a..) (b) 
I 

6 Figure 
-➔~r__.'-="~r-'-i....._....,&._.,_.1:;;1..1-0 -~~oii"'-11 ~~i½,:,r½~.r.1.s;::-1-dl-:..,~~l:::i~--

given for the corresponding class mark. 

b~se l ength of any rectangle is 1 , the area of any rectangle is equal to its 

height , and there_ore these probabilities e also given by the areas of the 

corresponding rectangles . It therefore ~ppe s that this histogr.llll could be 

fitted fairly ncll by the nonna.l curve . 

Since the norn::i.J.. distribution curve is completely dete · ned by its mean 

and standaro dcViation , the _rua.tural normal curve to be used here is the one 

w·lth th same !'lean and standard deviation as the binomial distribution. Then 

i'rorn t. e formulas ,,,J(,. = np and (/ ~. it follows th.a = J2•\= 4 and 

r=Y12 ·:t ·¾ = 1.63. A no al curve with tis mean and standard deviation 

was superimposed on Fi 7 (a) to eive r"'igu.re 6 (a) . It appears that the 

fit is fairly good in Dpite of the fact that n = 12 is small n ruid advanced 

theory promises a good fit only for large n. 

s ~ test of the accuracy of the normal curve approX:illlation here and 

as an · lustration of how to use normal curve methods for approximating 

binomial probabilities , consider these problems related to Figure 7. 

A) If the probability that a marksman will hit t get is 1 if 

he takes 12 shots , what is the probability that he rill score at least 6 hits? 
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T'ne exact answer , correct to three decimals , is obtained by adding the values 

in the listings of P(x) for those given from x = 6 to x = 12 , which is found 

to be . 177. Geometrically , this anm-1er is the are'l of that part of the histo

gram in Figur 7 lying_;to the right of x = 5.5. Therefore, the approximation 

of this probability by normal curve methods is merely necessary to find the 

area under that part of the fitted normal curve lying to the right of 5. 5. 

Since the fitted nonnal curve has~ 4 and(f'= l.63 , it .follows that 

5.5 - 4 

1.63 

= 0.92 . 

?0.1 , from the table , the area to the right of = 0.92 is .179; therefore this 

is the desired approxi.Jr.ation to the probability of getting at least 6 hits . 

Since the ex.act ansner was just computed to be .177, the normal curve approxi

lllation here is certainly good . 

(B) To test the accuracy of normal curve methods over a shorter interval, 

calculate the probability that the marksrllaIUl will score precisely six hits in 

twelve shots . The anS1Jer , correct to three decimals , is • lll. Since this is 

equal to the .i.rea of the rect gle whose ba.se runs frcm 5.5 to 6.5, to approx

imate this answer it is necessary to find the area under the fitted normal 

curve bet:reen x = 5. 5 and x = 6. 5. Thus by calculating the z value and using 

the table , one obtains 
6.5 - 4 Az = .4J70 z2 = = 1.53 , 

1.63 

zl = ,2 .5 - 4 = 0.92 A1 = . '.3212 . 
L63 

Subtracting t' ese tt o areas gives .116 , which cmpared to the eY...act probability 

of al od From these two examples it app .... ars that nonnal curve .ill, is so go • 

methods give good approximation evon for some situations , such as the one 



:n 

co sider here , in 11ich n is not very large. 

illustration of the use of the nor. .tl curve appro:d..! tion to the 

b1no1 ial distr°.Lbution when n is la -e , consider the i'ollm:ing problem. To do 

so , the proper nornal curve is ncu the one with rnean and s~ard deVi tion 

gi v by the for.mil " 

Suppose a po1-itician cl;wns that a. surv1ey in his district shm-.red that 

60 per c t of his constituents agreed 1rith his vote on an important piece of 

legislation. It it is assu.: eel temporarily t t t:, is percentage is correct 

an i in ar:ial s2,lllple o 0 vote s is taken in his district , what i 

i he p obability that the sample will yield less than 50 per cent in agree

ment ?3 

It iiJ "'Ssunod t "'t taking c. sample of 400 votora ia 1 e playing a game 

of c ce 400 t es for hich the probability of success in a single gaine is 

. 6, t. ·· s problem can be treated as a. bino.nial distribution prob:!.em dt p = .6 

and n = 400 . For sue lar en the no curve a roximation rill be excel-

lent . Using the above i'ormul.il. 

th 9 ple proportion , x/n • ,·rill. be less t ~ . 5 orovided that x: is less 

th:i.n . 08. e probability that z < . 0 is by etry equal to the pro-

babili ty that z > 4 . OD , \-Thi ch i:s considered too om, 'Ill to ba worth list· g in 

a table . Thus , ii' it should happen that lt:ss than ,50 par cent of the sample 

3 t ti t· ( York · John Teley & ons , Inc., Paul G. Hoel , El entw s a s ics ew I. 

1965) p . ).08 . 



favored the politician , his claim of 60 per cent backing would certainly be 

discredited. 

Objections may be raised , and rightfully so, the getting of a sample of 

400 voters is not equivalent to playing a gQDle of chance 400 times. There 

is a question concerning the independence of trials and the constancy of the 

probability that must be answered before one can be thoroughly happy With 

the binomial distribution model for this problem. Considerations such as these 

gave rise to the empirical rule for a good approxi.matior1. 

Now just suppoDe that we attempj;ed to use the i' omul.a for the binomial 

function to get the sol.ution to this problem. We would have 

P(X ~ l ) ~( ~~(t )Et) J99 

which seems highly improbable because who could conceive of a. person raising 

a number to the 399th power. Hence, it certainly undersumdable ulzy' for 

large n it is more practical to use the standard normal function. 



Chapter V 

CO!!CLUSirol 

The De Hoivre-Laplace Theoren is one form of a quite general set or 
11centr"l l:L'Ui.t theore::is . 11 These theorems treat the l:Lli.t:i.nJ distributions 

of SU.'115 of rl!1ldom variables , and the5o limiting distribut ons ').re ordinarily 

norm:u. The v-.J.ue of the th ... orems is that they enable us to co:,pute approxi

mate probabilities for suns using the normal distribution without ever kn011-

i.ng the exaat distribution oi' the sum. Exact distributions are often hard 

t o eet so ne .:ire grateful for such appr ox:irnatioLs. 

In this P3l)er the ~Triter has illustr·,ted the appr oach to nonntlity of 

a sequenc .... of adjusted binol!li.al distributio.rn . Since the nu.-nber of success

es , X, in a bino::li.al expcrment is fln e:<:a .. 1!?:ple of e ~:.mdom variable which is 

itself the sum of several independent randan variables , we have also illus

trate,i the nore general idea tkit swns of independent random varinblos , 

suitably adjusted, tend to be normally distributed, under quite Beneral con-

ditions . 
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